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Abstract

In the paper an effective method of testing hypotheses for fixed effects
and variance components in mixed linear normal models is presented. A
new idea in the problem of testing hypotheses for parameters in mixed linear
models was born in the construction of test for vanishing of single variance
component (Michalski and Zmyślony, 1996) [9]. This test has been based
on the decomposition of quadratic form of the locally best quadratic unbi-
ased estimator of this components. The F-ratio test rejects null hypothesis
if the ratio of positive and negative part of the corresponding estimator is
sufficiently large. Although the construction of this exact test requires quite
strong assumptions (covariance matrices commute after using the usual in-
variance procedure with respect to the group of translations), for many clas-
sic models, analysis of variance and regression models, we can successfully
apply this idea to get the classical tests for testing hypotheses about the pa-
rameters of the corresponding model, often with larger values of the power
function. In the case of testing the fixed effects is sufficient to replace lin-
ear hypothesis by the equivalent square hypothesis. Next, we consider the
respective functions of the model parameters, which are squarely estimable
connected with the null hypothesis. This article is a review of the most
important results obtained by Michalski and Zmyślony (1996 [9], 1999 [10])
and by Gąsiorek et al. (2000) [2] using this idea.
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