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Abstract

The structured stair nesting model was proposed by [4] and it was intro-
duced according with a step by step approach. The purpose of this work is
to show that structured stair nesting models can be analyzed with a diferent
approach, which we call global approach. We also show that, the two ap-
proaches, although originating different algebraic structures, allow to obtain
the same estimators for the variance components. To express the algebraic
structure of these model we will use commutative Jordan algebras.
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1. INTRODUCTION

Stair nesting models are a good alternative to the use of models with balanced
nesting, see [3], because they allow to analyze the same number of factors with less
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observations. The stair nesting models were introduced by [1] but its algebraic
structure was only proposed later by [2].

In order to allow more than one factor on each step, a new type of model was
proposed by [4] that was called structured stair nesting model. This model was
introduced using an approach that we begin now calling step by step approach.
Step by step approach analyses the model by dividing it in several submodels,
i.e., instead having only one model there are as many submodels as the number of
steps in the inicial model. In [5] were obtained estimators for the components of
variance. Structured stair nesting models have allowed the construction of more
complex models, since they allow the increase the number of analysed factors, for
the same number of treatments. The number of factors, instead of the number
of steps, became the sum of the number of factors for the submodels.

The goal of this work is to present structured stair nesting models but with
a different approach, which we define as global approach. We now compare the
step by step approach with the global one, in which we have an unique model.
Both approaches will use commutative Jordan algebras. When we use the step
by step approach we call the model as step by step model, otherwise we call the
model as global model.

2. STEP BY STEP MODEL

2.1. Algebraic structure

Let u be the number of steps, a(h) the number of treatments, in the hth step
and n = Y ,_; a(h) the total number of treatments. Let w(h) be the number of
incidence matrices in the h'" step. Following [5], the random effects structured
stair nesting model is given by

(1) y =y X(h)B(h)

(2) . .
X(h)=D <Ia(1), s Tgnen)s [ Xa(h)s - Xy (M) | Lahgt)s - 1a(u)>
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and the effects vectors B(h), h =0,...,u, given by
B(0) = [61(0),.., Bu(0)]'
(3)

¢ t t

B(h) = [ﬂi<h>,---7ﬁzl<h>, Br(h), .. Bumy(B) |+ Brsr (h), .., Bulh)

We assume that 3(0) = 1,u, with p the general mean value and that the

vectors B(h), h = 1,...,u, are random and independents with null mean vectors
and variance covariance matrices 0'2(h)Ic(h), h=1,...,u, this is,
(4) B(h) ~ (0uny; 0 (W)Ieny) , h=1,... u,
where
h—1 w(h)
(5) c(h)=>al)+ > c(h)+u—h h=1,..u,
=1 i=1
with

ci(h) = car <Xj(h)> ch=1,...u, j=1,...,wh).

With step by step approach we can rewrite the model (1) considering sub-
vectors, i.e.,

(6) y=[y'(1)y' W)
with each subvector
h—1 w(h) _ ]
y(h) = Bu(0) Loy + D Bu(O Loy + > X;(h)B;(h)
(7) . =1 j=1
+ ) LgBu0), h=1,....u

{=h+1

being the submodel in the ht* step, h =1,...,u.
We assume that (£1(0),...,3,(0) are fixed and the remaining subvectors to
be independent and

Br(£) ~ (0;0%(0)) h=1,...,u, f¢=1,...,h—1

(8) Bh(e)’\“ (Oa(h);g2(€)1a(h)) h=1,...,u, £=h+1, ... u
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where
w(h)
o;(h) = o?(h)
j=1
The submodels y(h), h = 1,...,u, are independent with mean vectors
m(h) = 1gmyp, h=1,...,u and variance covariance matrices
h—1 w(h) 9 . u
V() =Y o*(OFqm + > oMM + > o*(OTywy, h=1,...,u,
=1 j=1 {=h+1
where
. . . t
(9) M](h) = X](h)X](h) s h=1..u, j=1,... ,U}(h)
Assuming that, in ht" step, h = 1, ..., u, the matrices (9) commute, then the
family
(10) Nr(h) = {M1<h>,...,Mw<h)<h>}, h=1...u
generates a commutative Jordan algebra _,Zt(a(h)), h =1,...,u, with principal
basis

a1 @ = () ) = { Qb Gy} h= 1

and
. m(h) ]
(12) M;(h) = > bix(h)Qu(h), j=1,...,w(h), h=1,...,u.
k=1
Then

(13)  B(h) =[bulh)], h=1,...,u, j=1,...,w(h), k=1,...,m(h)

is designated as the M (h)\ Q(h) transition matrix.
We also have the square roots

(14 ) g () = {Aatw).oo. Ay},

with
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and
. 1 .
(16) AJM):-—;Gﬁlﬂm,h::L.”,w
Using (12), we can write
m(h) . )
(17) V(h) = > 4(h)Qu(h), h=1,...,u,
k=1
with
(k) = alh) S5 02(0) + S0 6 (Wb (h) + sy 0(0)
(18) Vi(h) = yi(h) + S ieni10°(0)
(k) = X0 6 ()b a(h).

2.2. Variance components
Considering the M (h)\ Q(h) transition matrix

_ [ bu(h) 0O _
(19) Bmy_[éhm Bﬂm],h_L”w%

and the vectors of the variance componentes
5 .2 .2 t
730 = [0 ugo)|  h= 1o

ﬁﬂm:[%my~%WMM],h:1wwu

\

then, if Bog(h) has linearly independent rows,

(21)  o3(h) = (By(h)* <’5’2(h) - < > 02(@) 1(m(h)—1)> ,h=1,...

f=h+1
with T indicating Moore Penrose inverse, and

(22) o*(l)=1'02(0), h=1,...,u, L=h+1,...,u
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2.3. Estimation

To be able to estimate the initial variance components it is necessary first to
estimate the canonical variance components.
Given the vectors

(23) Me(h) = Ap()y(h), h=1,...,u, k=1,...,m(h)

we have that
.~

e(h) ~ (hk<h>;&k<h>lgk<h>) Ch=l..u. k=1...m(h)

@) )~ (O ) =L =20 ),
then we get the unbiased estimators

AWy )P

yh=1,...5u, k=2,...,m(h).

3. GLOBAL MODEL

3.1. Algebraic structure

In order to apply the global approach to structured stair nesting models we
need to redefine the matrices (2) and the vectors (3). These changes allow the
structured stair nesting model to be treated like a single model. However, as we
shall see, we obtain the same estimators for the variance components.

The random effects structured stair nesting model is given by

(27) y =Y X(n)B(h)
h=0

with
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where, to h=1,...,u, i =1,...,w(h),

(29) Xl(h) =D <Ia(1)7 s 7Ia(h71)7 Xl(h)7 1a(h+1)7 SRR 1a(u)> ’

(30)
(B(0) = [51(0),...., Bu(0)])

\

Note that the model (27) can still be written as

(31) =p+Y Z X
h=1 i=1
Assuming
. 2 '
3) B~ (Ouidn (Mg ) h= L 1= L ()
with
(33) ci(h) = car <Xl(h)> ,
then

L2

(34) COV[B;(h)] =D <Oa(1)><a(1)7 o5 Og(h—1)xa(h—1)> Ti (Mg, (), 0, - - -

The model (31) has mean vector
(35) p=1lypu

and variance covariance matrix

(36) V= Z Z D < 1)xa(1)s -+ 7012(h)M2(h)7 cee 7Oa(u)><a(u)> )

h=1 i=1

where

(37) M;(h) = Xi(R)X;(h), h=1,...,u, i=1,...,w(h).

B() = [Bi(h),.... By ()] h=1,...u i=1,...

t
B;(h) = [OZ(U,...,Ofl(h_l),ﬁi(h),o,...,0}, h=1,...,u, i=1,...
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As in the previous approach, we assume that the matrices (37) commute and

SO
. m(h) )
(38) Mi(h) = > big()Qy(h) , h=1,...,u, i=1,...,w(h)
k=1

with Qk(h), h =1,...,u, the matrices that belong to the principal basis

(39) Q) , h=1,...,u

defined in (11).
The model (31) is associated with the commutative Jordan algebra, A, with
principal basis

X e

(40) Q= X Qh),

h

where X represents the cartesian product of principal basis of commutative Jor-
dan algebras. The matrices in @ are the block diagonal matrices
(41)

Qi(h) = D 04(1yxa(t)s- - > Oa(h—1)xa(h—1)> Qu(h): Ou(hi 1) xa(hi1); - - - 7Oa(u)><a(u)>

where Qk(h) € Q(h), h=1,...,u.
We also have

u

(42) Q7= X [Q(h)} = {Ap(h) :h=1,...,u, k=1,...,m(h)}
h=1

where

Ai(h) = [ng(h)xa(l)w--7ng(h)><a(h—1)7Ak(h)7ogk(h)><a(h+1)7---ang(h)xa(u):| ;
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Using (38) we get

u_w(h) m(h)

l2 .
46) V= > 6, (h)bix(h)D <0a(1)xa(1), s Qp(h), .. 7Oa(u)><a(u)>

h=1 i=1 k=1

and by (41) we have

u m(h)
(47) V= ar(h)Qr(h),
h=1 k=1
where
w(h) 9
(48) ap(h) =Y &, (Mbig(h), h=1,...,u, k=1,...,m(h)
=1

143

represents the relationship between the canonical components and the initial ones.

3.2. Variance components

Consider
[ (1) a1 (h)
a = with  a(h) = : , h=1,
| a(u) Un(n) (D)
(49) ] P
o?(1) a1(h)
o? = : with o2(h) = : , h=1,
o?(u) .2
L To(ny(h)

Bi1 B B,
Bo1 Ba B»,
(50) B = [B;; ;
Bul Bu2 Buu
where
a(j)lw(i)(szn(j) ) 1<]J
(51) B,; =< B(), i=7

1w(i)11tn(j) = Juw(i)xm@), ©>7-
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Then we can write

(52) a=B'c? = ah) = B o2(0), h=1,...,u.
=1
Consider
& 0= i |
with
al(h): [ Oél(h) ], hzl, , U
(54) az(h)
az(h) = : , h=1,...,u
(ny ()
and
o2(h) = o3 (h)
(55) () = [ i ]
with
U%(h) |: O'i(h) } ) h = L, y U
2
(56) oy(h)
o3(h) = : , h=1,...,u
2
Ty (h)

If we consider that the matrix

*

iJ Zajzla"'au

is obtained by removing the 1% row and the 1% column of the matrix B;;, we
can write

u

(57) az(h) => Bpllos), h=1,...,u.
/=1

By (51), we have

u

(58) az(h) = [B*(W)] o3(h) + > o*(Olyp-1, h=1,...,u.
{=h+1
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If the matrices [B*(h)], h = 1,...,u, have linearly independent row vectors
then

(59) o2(h) = (BN aa(h) = Y 2 (Olum-1|, h=1,...,u

{=h+1
and
w(e)
(60) () = 6,(0) =1l 103(0), L=h+1,...,u.
=2

The relationship between the canonical components and the initial ones in
this approach is the same that was obtained with the other approach.

3.3. Estimation

Let us now see that, although both models in the two approaches are different,
we obtain for both the same estimators for the canonical variance components.
Given the vectors

(61) n,(h) =Ag(R)y , h=1,...,u, k=1,...,m(h)
we have
Ne(h) ~ (me(h);ap(MW)g, ), h=1,...,u, k=1,...,m(h)
(62) n,(h) = Ar(h)pe, h=1,...,u, k=1,...,m(h)
gr(h) = car (Ag(h)), h=1,...,u, k=2,....,m(h).
Since

(63) (h) ~ (Og, s k(W) Igymy) » h=1,...,u, k=2,...,m(h)
we get the unbiased estimators

Ayl

yh=1,...0u, k=2,...,m(h).

Therefore, the ax(h), h=1,...,u, k= 2,...,m(h), are unbiased estimators
to ag(h), h=1,...,u, k = 2,...,m(h), through which are obtained estimators

2
to 6;(h) and 6*(h), h=1,...,u, j =1,...,w(h).
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Given that

this formulation leads to the same statistics than the previous one, which uses
the step by step model.

4. FINAL REMARKS

In this work we studied structured stair nesting model that allows to study more
than one factor by step. We started by presenting some known results of struc-
tured stair nesting models using the approach step by step. Next we introduced
the global approach to analyze this type of models. Besides presenting its al-
gebraic structure we also obtained estimators for its variance components. The
relationship between the initial variance components and canonical ones is equal
in the two approaches and the same goes for the estimators of the canonical com-
ponents. Thus we can conclude that the two approaches give the same estimators
for the variance components.
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